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ABSTRACT

This report describes the research activities performed by the
University of Southern California, Naval Ocean System Center, Hughes
Research Laboratories, University of California, San Diego, Stanford
University and Integrated Systems, Inc., under the the SRO project,
for the period 1 March 1981 to 28 February 1982 under contract No.:

NOOO14-81-K-0191 with the Office of Naval Research. The research

activities have focussed on the VLS| signal processing theory and

algorithms and the development of parallel computing architectures.

A solution in today's VLS| research challenge lies in a cross-
disciplinary research encompassing the areas of mathematics, algorithms,
computers and applications. To this end, this report summarizes two
parallel major research tasks: (1) Signal processing algorithm and
theory - emphasizing spectral analysis and its applications; and
(2) parallel computing structures - utilizing VLS| potential for high-

speed signal processing.
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This repory. describes cur research activities under the £
Prcjecy for the pericd March 1, 1991 e February 28, 1082, ™he
research activities have focussed c¢cn the suudy cf VLSI signal
processing thecry and algerithms apl the develcpmeny cf parsllel

ccmputing nrchiteciures.

With the rapidly grcwing micrcelecircnics technclegy leading the
way, mcdern signel prccessing is undergcing & majer revelutien. The
availabiliiy of lcw cesi, fast VLEI devices voremises the praciice cf
increasingly ccmplex and scphisticated algeriitkms and sysiems.
Heowever, in cenjunciicn with sach premise, there is accempanied a new
challenpge cf how e uplaie Lhe signal prcocessing Lechniques sc as e
effeciively utilize he large-scale cemputaticn capability. The
answer (¢ this challenge lles in & cross-disciplinary research
encompassing the areag cof nmathemsiics, algeriithms, ccompuaters and
applicatiens. Tec this end, wwe parellel majer research iasks have
been underuvaken in the OXF-SF0 research ecrcup;

(1) cignal Prccessing algerithm and thecry - emphasizing specirsl
analysis snd iis appiications; and (2) parallel cemputine siruciures

- utilizing VLSI poiential fer high-speed signal processing.

In the area c¢f sirnal precessine  thecry and slecriithms,
significant werk has been made cn the fclleowing icries with special
emphasis c¢n high resolution sp2ctiral estiimstiicen: Fecursive lenasy
squares ladder ferm algeriivhms (ISI, Suenferd), adaptive least
squares .ettice (JCSD), Parallel Kalman filiering for beth linear and
nen linear signal processing (ISI Suanferd), adapiive neuch filiering

(1eC), MFM, AR¥A, and 11 speciral estimstien in 1-D and 2-D (1sc,
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Stanfcrd, and IST), and Tcepliiz appreximatien (USC).  Paralle:
implementaticn ¢f these algoriithms has beern s merjer censideratien ir

their develement.

In the ccmplimentary area of parallel cemputing stiructiures, bcth
dedicated and flexible archiieciures heve been develored feor sipgnal
prccessing  wasks uznd sapplicaticns. Werks in vpreeress include:
Tceplitz system sclver usirg pipelined Levinsen and implemertiation
(JsC and Haches), prcgrammable VWavefrceni frray Preccesscr and deis
lcw language fer VLSI siensl processing elpcritms (5ec), Sysiclic
irrays fcr real-iime signal vprccessine =priicetions In fpecirun
tnelysis and Directicn finding{NCSC), and implementation cf Fadeev

(

alpcrithm {Hughres) ani Sysiciic architectures fer lsaider forme and

parailel ¥elman filiers (Siuanford and IST).

# brief summary cof the iechnical werk, gesrcuped in terme of

research and, is described in Lhe fellcwine seciicns.

SECTION 1 STGN AL PROCFEING ALGOPITIME IXD THFOFY

Sece 1.1:  =adapiive speciral estimaticn;
Sec. 1.2: sigr=2l prccessing thecry;
Sec. 1.7 varalliel signel prccessing 2lgorithm;

SFCTION 2: FIGHLY PAPALLFL COIPUTIEG STRICTURFS

fec. 2.1: dedicaied signal prccessing architieciures;
Fec, 2.2 arrey processcrs;  and
fec. 2.7: VLSI implemeniaticn cf signsl prccessine

archiieciures.

Fellewing his summary are the pregress reporis frem individual

institures.




1. Signal Processing Algerithms and Theory

As wc the firsit research frcni, iL hineces upon 2 Lhorcuek, in-

depth urderstanding c¢f mathemaiics and algcriithm analysis. n

addicticn c Lhe classical mathematical Lechniques such n2s Fourier

iransferm, linear dynamic sysiems, randem process, etc. tihere arises

a new signal prccessing maithem2iics branch which can bhe pressly

termed as medern spectiral analysis. Fxplicitly cr nei, a larze class

cf sigral prccessineg applications have hal extensive use ¢f this
anailysis as a iechnical besis. Therefcre, cur research effecri =ims

aL develcping a thecretical and algeriithmic basis fer ncdern speciral

anglysis metheds and sienal vrocessing applicaticns.

1.1 Adaptive Spectiral Fstimaiicn Metheods

1.1.1 Aaptiive Noich Filtering (UscC [1-3])

Jsineg a sieady sizie frequency dcmsin appreack, a new methed has

been developed feor ithe retrievail cof sinuscids/narrewb=nd siensls irn

additive nzcise colered cr white. The methed surpesied has been shownm

tc reaquire smaller filier length ¢ preduce unbiased estimates,

cenpared L the existing auilcrepressive methed. Fer ius

implementaiicn, a pcle-zerc filier where Lhe feedback and feedfcrward
ccefficients are relsied (censirained PF¥2), has been develcped. 2

study ¢f the perfecmmsance and implementaiiznsl aspecis of the filter

have been undertaken. The details ¢f this newly develcped are
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discussed in the full repcrit. Fer a sisble implementaiizn, parallel
ani cascnde fcrms have been shownm 1w be useful, F varallel

precessing scheme develcped shcws greau premise.

1.1.2 Aapiive Least Squares Ladder Form Algerithm {UC®D f17-18],
ISI and Stanford[20-22])

The gradient metheds ¢f eadapiive filier implemeniaticr require
varicus adaptive power estimsates 1ec be made, The perfcraance
sensitivity =f the gradient meihcds o different time censiants of
the adaptive power estimaiicn lccps has been under siudy auv U,
Fcr Lhe specific case cf urderlying freaquency versus Lime dynamics
censisting ¢f dual steps, the simulatiens presenied ir the reperi
invesiigaite his sensitiviiy in ithe ccniext of a frequency irsckine
rrctiem. Pased c¢n an iniensive siudy con beih Lvhe eipenvelues nn?d
singular values cf the auilccerrelstiicn mauwrix arisine frem ceompler
derva, @adaptive Ilrsiiiece sirucilures appear e shew  sienificant
perfecmance advaniages cver their direct fermm cecunterparis, die e an
insensitiviity ¢ elgenvalue spread. t dccumenvaticen task cn Lhe
eigenvalue spread present bocih in fuiure centrclled simulaticns, as

well as in acwu3al scnar dsia, is in pregress.

In sddiricn, a recursive least-squares ladder~-fcrm algerithm for
predicted residuals rather than filiered residuals has been derived
at IfT and Sivanferd. The refleciicn coefficienits and ithe crder
updates cf the residuals in the new algcrithm are computed

simul taneousliy. This fermulaticen imprcves the thrcushpul raive and

e 1T e, ey
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numerical siuabiliivy cf exisiing recursive leasi-squares zlgcriithms.

1.2 Signal Prccessing Thecry

1.2.1 2-D Speciral Fstimation (UsC [13])

Our recenit research has been cecncerned with develerpine svstiem=tiic
metheds fer 2-D speciral estimaiicn frem raw dauvn usineg randem field
mcdels. We assume Lthau the eiven finiie dawa is rerpresenied ty an

appreprinte Gaussian Markev randem field (FFF) medel.

By u=ine svecific finite iercidal latiice rerresentaticns and
Gadssisn maximum likelihccd estimnuies we have develcpel new Z2-0
speciral estimnies. Ti wurns cul thai the FFF specirun is alsc the
maximum likelihccd specirum arisine in  frequency-wsve numbter
snelysis. Farihermcre, the sample ccrre.laticn velues <f the given
cbhservaticns in an array N are in perfect apreement vwith the
estimated ihecreirical ccrrelsticns in N ctiained by TFourier
inveriing the !FF spectrum. This the YMPF specirum develcped by us
cecnverges Lo the 2 maximun entrcpy speciral estirate
asymptciically. Cirrently we have begun invesiigaticns ¢n parsllel

implemeniaticn ¢f the alecrithms fer 2-0 speciral estimsiicn.
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1.2.2 Pelationships Reiween Several Popular Meithods for Spectral
Fsitimation and Array Processing

1L may seem tcc ambiticus tu ccmpnre all curreniuly pepular high-
rescliuticn spectiral estimaticn methods, Fer exasmple, while maximum
entrcpy meithed relsied 1c aulcresressive modeling is recievirg =
tremenicus pepularity, it may suffer frem bias and resclutien
prctiems when sdditive ncise is nen-negligible. On the other hani,
Pisarenkc’'s meihcd based cn sinuscidal mcdeling enjcys relaiively
bevier performance in the presence cf ncise bulL in peners. suffers
frcm rnumerical sensitiviiy prebiems. Hcwever, from 2 different
perspeciive, Pisarenkc's meibed can he viewed as an exiensicn cf the
MFY meithcd with the remcval cf the ncise centributien., T™erefecre, an
attemplL is beirg made at developing 3 unified framewcrk fecr tLhe
speciral eanalysis technioues. Merecver, the unificaticn atiempt is
being exitended e the cocunierpary, cf speciral nnalysis In array
rrecessineg aprlicatien. Theueh Lthe ceovsriance meaurix will nc lenger
have a Tceplitz siruciure and the phasing veciors are mcre cemplex in
array precessire situalicns, we are cervinced tthat the feneral
rrincipies remain largely apnliicsible. We are currenily lcckirg inte
thecrevical and cemputstienal relevences beilween several mcdern =array

prccessing and specirum estimaticn meihods.,

R 2o s 2 XL




1.2.3 Toeplitz Approximation Methoed (Uscl4]) 1
Fecently, the siudy cn appreximaticn thecry and iius applicatiens

has recejived censiderable aLienticn. In cur work, 5

narrcwband /sinuscidal sigral reirieval prcblem is fermilsied in terms

of appreximaiicn eof Tecepliiz autcccvariance mairix. L Mcerliiz

appreximaticn meihcd based c¢n  singular vaiue decompesiticn is

procpesed and simulaticn resulis indiceie seme improvemeni cver scme

!
| previcusly prcposed metheds.,
i
i

{ 1.2.4 Scattering Thecry (ISI and SLanfcrd[ZO])

e -

This task has just bteen siarited znd cur hope is Lo use seaillerine
thecry c deccuple Lsrge-scale, 2-D signal preccessing precblems inte

blccks which can be prccessed simul usnecusly. Scatterine thecry will

- alsc previde physical insighiy inwc the impiementaticn ¢f ladder foms

and paralliel Kalman filiers.

1.3 Parallel Algeriivhms

1.3.1 Parallel Algorithms for Image Processing and fAnalysis.(USC)
Cuir recen\y research aiv Image "rccessing Instiitute,USC, has been

cencerred with parallel slgerithms fer imsge processing and image

analysis. lesv c¢f the effcrt has been ccncerned with parailel

implementation cf ncnstaticnary adapiive image restcraticn.

- o BEAYER « RS B Ay
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Fezursive and ncn-recursive Iimplementatien c¢f 1lecally adapiive
restcraition has been siudied. These technigues estimate the lccsal
ncnstationary mean and variance of ideal scenes from degraded data.
Mesy blurring deeradaticns are alsc highly lceal, g¢ that lccal
parallel prccessing ccmbined wiin the ncnsiaticnary image mcdel davra
can be used 2 minimize lccal mean-square errc (ISF) in a parsllel
fashizcn. VWe have shcwn that local KSF is not 2 bsd errcr criterion
fer imege vrccessing, as cppesed e the usual glcbsl VEF yakern cver
the entire scene. icbal MEF cfien dces necuL ccrreilate well with

human cbserver julgmenits cf image qualiiiy.

We have leccked nL the applicaticn of ithese Lechniques ¢ sysiems
with ccherent speckle ncise, such as synthetic eaperature (SpF)
imagery, ccherent scnar and accustic imazing. Rtk recursive
(K2lman-like) and ccal seciicned parallel impiementsiicns are beine

stulied in derail.

In additien, we have begen invesitigations con parallel feaLure

exiracticn fer Lexiture identificatison and texiure sermenteiicn.

1.3.2 2 Parallel Algorithm for Sclving Toeplitiz System (USC [6-71)

We have develcped 2 parellel aligerithm feor selving s Tcepiiuvz

i-3

system "x = y where T is a Tecepliiz metrix, i.e., (T?ij = 1,
=t -4 € k £ K. Tn general, sclvirg an X by N 1linear

system tuskes O(N**2) greps of cperstions. In centrasi, the

Levinsen salgorithm effeciively utilizes the Teepliiz structure ¢
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reduce the cverall ccmputation 1o O{N*%2) cperaticns. ™™e Levinsen
prccedure, however, has tc call upcn an inner preduct cperatien Le
cempute the viival refleciicn ccefficients. In crder o achieve full
parallelism, we have ic further explcit the "™eplitz siruciure. Fer
this purpcse, we have prcrcsed a new, pipelined versicn cf the
Levinsen algeriitkm which &llcws Lhe reflecticn cceffecienis Lo be
ccmputed in a pipelined fashicn. This avoids ihe need cf the inner
precdur i cperaticns, and the Lcisl cemputing ivime is therefcre reduced

v o(M).

1.3.3 Tceplitz Figenvalue Computation (USCf5])

™is research task deals with ithe parailel computaitien c¢f the
minimum eicenvalye of 2 Tcerplivz matrix. The minimum eigenvalue has
an imperiant interpretaiicn as the power cf edditive, whiie ncise (¢
be determined in s noisy stiatistical envircnment. Tn many hiebr
rescluticn specirum analysis preblems , the estimaticn =nd
remcval <¢f suck ncise ceoniributien is esseniial feor unbiased
estimates. Qur cbjeciive is sagain ic derive an 0(N) cemputaticen
aigcrithm ¢ estimaite ihe minimum eigenvelue cf a given Tceriitz
ccvariance matlrix. This gecal can be accempliished by edepiing the
pirelined Toepliiz cempating stiruciure discussed esrlier and 2
careful utilization cf a relaticnship beiween the minimum eigenvalue
and ithe redisues F that arise in t(he Levinsen
alecrithm. PRased on this relaticnship, a fasiL iierative precedure is
develcped 10 successively estimaie Lhe minimum eigenvalue. Pased on

simulation resulis fer such an applicaticn, scme imprcvemenis are
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, cbserved in bcith the compuiing speed as well as accuracy cf b

estimaies, A thecugk mich mcre compulaticnal ccomplexily analysis is

=

yeL tc be demonsirated, we are cenvinced thay this apprcach will have

PR hog cianls

a majer in fuiure arpplicaiions c¢f high =speed, high rescluiion

speclrum estimaticn prcblems.

1.3.4 Applications ¢f SVD ic Signal Prccessing (NOSC, USC)
Iv is well kncwn that FVD can be used in many sigral prccessing
- applicaticns. Therefcre parallel (real-iime) implementaiicn has been
an imperiant research fecus. Some pariial results are cffered in the
repert. The mest ncilewerthy resuli is the significant numerical
improvement cf €0db in ierme c¢f dynamic rsnee obiained in tihe
" cemputaticn of eigenvalue ¢f R = ATA  vin SVD of 2. This apprcach

is being exienied e generalized eipensysiem ccmpuilsiicn,

1.3.5 Parallel Kalman Filier Algerithms (Stanford and ISI[25-2'7])

R

The research cn Parallel Kalmen Filtiers (PKF's) has been divided

inte twe majer iasks: PK's for linear signal processing

app.icetions and PKF's fer ncnlinear sienal prccessing.
Pl

..H«.ﬁ.”‘ l‘ ’a

¥ Fer linear signal procesing spplicaiicns, the predicicr and
1 correcior equations in the Kalman filier can be ccmputed on separate

prccesscrs simul vanecusly. A PKF has been ccded and simularted. 2

stability analysis cf the PKF is currenily underwsy.

o L o—on ¢

as
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For nonlinear signal prccessing applicaticns (such as specirum
esivimaticn), iu is difficult 1o deccuple the exiended Xalman filter
(FKF) equaticns. Therefore, (c speed-up computations parallel
predicior-cerrector (P2C) meihcds have been used Lo speed-up the
linearizaticn process in the ¥KF. Feor example, the PZC methcds are
2 - 100 times faster than sequential methede given 2 - 100

prccessors. Ppplicaiicns 1o msximum likeilhocd estimaiien cf

sinuscidal sigi4als in wide-band ncise has alsc been siudied.

1.3.6 Parallel Algoriithms for Seismic Signal Prccessing (USC[12])
Parallel Prccessing tectnjques for generatinge syrthetic

seismograms and fer the computatien of the cuiput ¢f a herizonially

siratified, nen-abscrptive medium nrepagating piane waves vertically;

have been-siudied.




13

2. Highly Parallel Computing Structures

The afcrementicned research effcrt cn signral preccesing algeriihm
and thecry, equipped wiih parallel algcrithms, and edaptive cr~line
prccessing Lechniques, will serve as a usefyl ccrnersicne fer resi-
time high perfcrmance signal prccessing area. Hcwever, Lhe real
majcr thrust fcr high-speed signel processine lies in effeclive
utilizaticn ¢f the encrmmous cemputaticn capabiliivy previded by the
VLET circults. Therefcre, cur cther reseasrch task aims 1o tring tLhe
reveluticnary VLSI  device technolegy ¢ an  effeciive signal

prccessing app. icaiicn.

2.1 Dedicaved Architectures for Signal Prccessing

2.1.1 Pipelined Toeplitz System Solver (Usc(6-7])

This new parallel algeriivhm fer sclving Tcepiiiz system can te
inplemented fecr parallel ccmputaticen wivh full cemplisnce wiith the
VLEI cemmunicavion censirainu. Srecificslly, a pipelined prccesscr
archiiteciure with on) vrocesscers is develcped which uses «only
lecealized interconneciicns and still reiains the maximum paralleljsm

atiainable.

We believe that the prcpesed pipelined Teeplivz sysiem solver
(5, 6] is perhaps the mesi efficienu, fast, and practical (in VLST
sense) design nvailable fer sclving Toepliiz sysiems. Mcreover, the
design meihcdclegy demonsiraited in this werk should also help answver

scme fundamenial prcblems faced in designing c¢f VLET arallel
p
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prccesscr architieciures.

2.1.2 Architeciures for Ladder Forms and Parallel Kalman Filters
(1s1[25-27])
Ladder-form narchiteciures fer implemeniing vhe recursive leasti-

squares ladder-ferm algeriithm have been develcped.

Fxisting sysiclic array archiieciuires =are beins evsluzted 1o
determmine which architeciures are suiteble fer implemeniine parallel
Xziman filters (PKF's). Ysticlic array arcriteciures fer (hclesky
deccnmpesition and vriangularizaivicn have been considered o implement
square-rcct PXF's. Tn addjiicn, VLET architeciures bhased cn muppineg
the Kzlman filtier equaticns direcily cnic the prccesscr architeciures

have been examined.

2.2 Array Processcrs fer Signal Processing

2.2.1 Wavefront Array Processcr (USC[8-11])

The iraditienal design of parallel ccmouters ani lsngusges is nci
very suivable for ihe design cf VL eI array prccesscrs for siagnal
prccessing. VLST impcses ithe resiriciions c¢f lceel data-dependence
and recursiviiy cn the algerithms that can be hezndled by such an
array prccessor. Sich algeriitkms can be viewed as a sequence ¢f
waves (cf dais and ccmputaticnel activity). This newurally leads te

a wavefrent based pregrommable cempuiing neivwerk, which we call the

-~



Wavefront Array Prccesscr (WAP).

Our coniribution hinges upon the develcpment cf a wavefront-based
language and archiieciure for a pregrammable special purpese
mul tiprccesscr array. Ragsed cn the nctiecn of computaticnal
wavefrent,the hardware c¢f ithe prccesscr array is designed ic previde
a ccmputing medium that preserves tthe key vprecperiies cf Lhe
wavefrcnt. In conjuncticn, a wavefront langusge (MFL) is inircduced
that drasiically reduces the complexity cf the descriptien cf
parallel algerithms and simulates the wavefrcni propagsiicn acress
the ccmputing netwsrk. Tegether, the hardware and the languare lead
tc a programmable VWavefroni Array Prccesscr (WA?). The W/!P blends
the advaniages of the delicated sysielic arrzy &sni ithe general
purpese Daia-Ficw machine arnd prevides a pewerful teecl fer the high
speed executicn cf a large class cf mairix cperaticng ani relsied

aigerithms which have widespread applicairicns.

2.2.2 Array Processor Testbed (NOSc[16])

fysicliic architeciures have been develcped fcr signsl precessing
tasks =and sysiclic impiemeniaticns have been examined fecmmeirix
multipiicatien, perititicned mairix inversicn, cemputatien cf
cressambiguity funciicns, fermaivicn c¢f cuter prcducis and  skewed
ocuter preducts, and multiplicaticn of arbiirary matrices by Fankel
and Tecepliiz matrices. Implemeniation ¢f the generalijzed singular

value deccempcsiticn ¢f Van Loan has been identified as an imperiant

vask for high resclution directiicon finding.

=
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Previous sysiclic architeciures have been mcdified and exiended o
prcevide improved medulariuy with respect e the sev cf funciicns e
be perfcrmed and ihe size cf the dawa arrays Lo be prccessed.
Specifically, an impreved systiclic architeciure callied the
" Fngagement Prccesser”, a iype of wavefront preccesscr, hss heen

invenied.

In addjiiien, a micrcpreccesser based 2 x 8  systelic array is
being built at NOCSC 10 serve as a test bed fer fuiure alzcriithm
develcments, architeciure desirrs (including sysiclic, wavefrent,

ard engagemeni processcr array) and VLSI implementatien.

2.3 VLST Taplementation (Hughes{19])
! Hardware Tmplementaticns ¢f ithe Tceplitz Sysiem Sclver =2nd clher
reiasied systeme e.g. fer Fadeev algcrithm, in VLET was underiaben at

Hurhes (HFEL(19))

Our wcrk has incliuded an extensive investigavicn of the vericus
pcssible herdware implementations (fixed peint versus fleaiing peirnt,
serial/parallel versas parallel cnly, eLc.) and arithmetic
algerithms. Chip organizaiticn, pin-cut prcblems, cell designs, and

chip-te-chip communicaticns are alsc censidered.

There are severeal impcrtant design ard architectural

ccnsideraticns that make cur appreach well suited 1c the capabilities

of VLSI wechncicgies. These are summarized below:

;
!
!
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- Idenvical prccessing elemenu

- Lceal communicatvicn

- Ixpandabiliity, allcwing chips o furnciicn cn arbitirary-
sized kernals

- Local data sicrage

- explcitaticn cf full cencurrency (minimum number cof idle
prccesscrs).
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3. SUMMARY

In ccneluswon, in crder tc keep pace with the rapid advance in the
VLSI echnclemy, Lhe signel prceessing cckmuniiy should nct enly leck
into sdvanced processing thecry and parallel processing methcis, but
alsc exercise a Llimely infiuence cn architeciural design cf fuiure
VLST cemputinge siruciures. This is exscily the gecal ef cur OFP-FRC IT
prcieciL. ¥eeping up the curreni mcmentum , our jeint effery wiil

definitely represent a m=jer ccniributicn tc the mcdern VLST Fierel

R She"

rccessine technclceye.
P
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4, Summary of report - UCSD
MPL-U-9/82

ADAPTIVE LEAST SQUARES LATTICE STRUCTUES AND THEIR
APPLICATIONS TO PROFLEMS IN UNDERWATER ACOUSTICS

Progress Report
1 September 1981 - 28 February 1982

W. S. Hodgkiss

I. BACKGROUND

Numerous applications exist which require a linear filtering
operation. Oftcn, the nature of that filtering task (e.g. spectrzl
shaping characteristics) is time varying in some nondeterministic
fashion due to nonstationarity of the underlying time series. 1In such
situations, a filter which can adapt to a changing environment is
needed., For the purpose of derivation, the adaptive filter must have
both a well-defined goal (e.g. linear prediction) and a well-defined
performance measure (e.g. weighted summation of the squared prediction
error residuals). Once derived, it is extremely important to under-
stand the performance characteristics of the adaptive filter both from
a theoretical, as well as a practical point of view prior to its use
in the processing or real data.

II PROGRESS: 1 Septemer 1981 - 28 February 1982

The gradient methods of adaptive filter implementation require
various adaptive power estimates to be made., The performance sensi-
tivity of the gradient methods to different time constants of the
adaptive power estimation loops has been under study. For the
specific case of underlying frequency versus time dynamics consisting
of dual steps, the simulations presented in [1] and [2] investigate
this sensitivity in the context of a frequency tracking problem,

In addition to these performance studies, a substantial amount of
tire has been devoted towards implementing software for the calcula-
tion of both the eigenvalues and singular values of the autocorrela-
tion matrix arising from complex data. Adaptive lattice structures
appear to show significant performance advantages over their direct
form counterparts due to an insensitivity to eigenvalue spread. Our
desire is to be able to document the eigenvalue spread present both in
future controlled simulations, as well as in actual sonar data which
we will be processing,

O g AT IR e,
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5. Summary of Report - HRL

Concurrent VLESI Architectures for Matrix Operations and
Linear Systems Scolution( J.G. Nash, G.R. Nudd, S. Hansen)

Tt.. goal of this project is to develop novel, special purpose computing
structures cuapable of throughputs far exceeding that available from present
day commercial computers. To achieve this goal we are exploiting the con-
éurrency potentially available in algorithms associated with a wide range of
applications (automated production techniques including image analysis,
robotics control and solution of previously intractable simulation problems).
The availability of Very Large Scale Integration (VLSI) has made this approach
economically feasible and at the same time has considerably enhanced circuit
performance.

Matrix operations represent a major part of the computational requirement
encountered in many computer applications. Examples of matrix operations are
multiplication, inversion, and L-U decomposition. In signal processing such
operations can be found in adaptive filtering, data compression, cross-ambiguity
calculations, and b~amforming. 1In robotics a matrix formulation of the contrel
of manipulator joints in a Cartesian coordinate system is the most straight-
forward and convenient. Image analysis and restoration is often based on
'kernal" operations over a relatively small window of pixels, e.g., 30 x 30,
as might be found in relaxation techniques. Therefore, specification of image
processing algorithms in terms of matrix operations occurs in a natural way.

Matrix operations are well-suited to concurrent implementations in which a
number of small, identical processcrs operate simultaneoulsy on the matrix

A

elements. Thus, a set of "matrix operator" chips, made using VLSI, would, when
coupled to a general purpose host computer, provide both a high computational
throughput and the flexibility to perform a wide range of algorithms spanning
many applications. This is a far more efficient approach than mapping a
particular a.gorithm directly into hardware.

The increase in throughput obtainable by using an array of processors

operating concurrently is proportional to the number of processors. Thus, a

o s . 3 . .
matrix inversion, which takes 0(n”) steps can be performed in O(n) time steps
al
using an n x n array of processors. The speedup in time is then a factor of n".
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As an example of the utility of the matrix approach, consider the requirements
for control of servoing typical manipulators with approximately 1 meter of
reach. The most time consuming part of this computation is the calculation of
the pseudo inverse of the Jacobian. A matrix formulation of the control preoblem
would require approximately 2,000 multiplications in 250 microseconds.® Assum-
ing that one multiplication could be performed every microsecond, a serial
processor would take 2 millisecondé; however, a 6 x 6 array of processors, each
with the same ] microsecond multiplication time, would complete the calculation
in approximately 55 microseconds.

The processor arrays we are investigating incorporate important design and
architectural considerations that make our approach well suited to the capabili-

ties of VLSI technologies. These are:

] Identical processing elements

o Local communication

. Expandability, allowing chips to function on arbitrary-sized kernals

° Local data storage

o Exploitation of full concurrency (minimum number of idle processors).
Each processing element consists of a basic inner-product ("ax+b™) calc .latur

and communicates only with its nearest North, South, West, East, and #azona’
neighbor,

We will describe in this report two basic systems which we have been
investigating. The Toeplitz linear system solver, first suggested by S.Y. Kung,2
is based on the Weiner-Levinson algorithm and is suitable for onerations on a
Toeplitz-type matrix (elements along any diagonal are identical). Toeplitz
matrices appear in stationary signal processing applications. For example, the
autocerrelation matrix is often of this type. The second system e are
investigating is based on the Faddeev algorithm and is suited for general
matrices where there is no overriding symmetry. In Section 2 we describe these

algorithms and their functional architectural embodiments.
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! In Section 3 we report on numerous detailed rumerical studies we have !
performed. These statistical studies were done by simulating the various

architectures using the high level programming language, APL, which has the

capability of operating on arrays of numbers in a straightforward and intuitive

way. The simulations have served three main functions. First, they have

provided a means for verifying the correctness of the data flow within the

Toeplitz and Faddeev matrix processors. Second, they have allowed us to sfudy

SO TR T e R e e et e

E the numerical stability of the algorithms for representative signal processing

E data. And third, they have been useful in predicting effects of finite register
lengths, roundoff techniques, and pivoting schemes.

: In Section 4 we describe the hardware implementation of the Toeplitz
Linear System Solver. This required an extensive investigation of the various
possible hardware implementations (fixed point versus fioating point, serial/

E ‘ parallelfversus parallel only, efc.) and arithmetic algorithms. Chip organiza-

tion, gin—out problems, cell designs, and chip-to-chip communications are also

discuq@ed and the final chip layout shown.

/
/

/
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6. Summary of Report = NOSC

Signal Processing With Systolic Arrays
J. M. Speiser and H. J. Whitehouse

Naval Ocean Systems Center
San Diego, CA. 92152

OBJECTIVE: To devise parallel computing architectures for present and future
Navy needs in real-time signal processing, with emphasis on spectrum analysis
and direction finding.

APPROACH: Select the needed signal processing operations which present a large
computational load, and determine corresponding computational algorithms which
exhibit parallelism and regularity of data flow. Structure such algorithms as
systolic architectures and examine the required arithmetic operations and I/0
between successive algorithms or systolic subsystems.

PROGRESS: (through Feb 82) systolic architectures have been developed for signal
processing tasks and systolic implementations have been examined in coordination
with the NOSC-university-industry SRO task team on spectrum analysis: partitioned
matrix multiplication, partitioned matrix inversion, computation of crossambiguity
functions, formation of outer products and skewed outer products, and multiplica-
tion of arbitrary matrices by Hankel and Toeplitz matrices. Implementation of the
generalized singular value decomposition of Van Loan has been identified as an
jmportant task for high resolution direction finding. Two sessions on parallel
processing algorithms and architectures were organized for the SPIE International
Symposium in San Diego, August, 1981.

Previous systolic architectures have been modified and extended to provide improved
modularity with respect to the set of functions to be performed and the size of the
data arrays to be processed. Specifically, an improved systolic architecture
called the "Engagement Processor", a type of wavefront processor, has been invented
and has the following advantageous attributes:

a) Permits more efficient multiplication of dense matrices and explicitly
proviaes for partitioned multiplication of matrices having more elements than
the number of processors in the array. Efficiency is approximately 1/3 for a
single matrix multplication of matrices which match the processor in size, and
nearly 1 for the pipelined multiplication of successive matrices, including the
partitioned multiplication of large matrices. :

b) Can include the modified hexagonal array of H. T. Kung as a subset
permitting L-U decomposition of matrices using the same processor.

c¢) Permits efficient utilization of the processors for covariance
estimation for array data.

d) Permits calculation of an N point DFT in about 11 N.5 arithmetic
cycles using N processors, including I/0 time for multiplexed I/0.

For matrix multiplication, covariance estimation, and DFT calculation, the
engagement processor may be viewed as a rectangular systolic array with two types
of memory augmentation: local memories for the inner product step processors,
permitting parallel access to stored arrays, and two sets of virtual delay lines,
acting as 1/0 buffers at two edges of the array. The same processor array may

be used to perform L-U decomposition of matrices with only minor modification
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because of the known result of S. Y. Kung that a hexagonal systolic array
may be viewed as a rectangular array with diagonal interconnects.

The engagement processor systolic architecture has been extended to provide
faster matrix multiplication with only a nominal increase in hardware complexity.
One extension uses a single "bus expander" to permit multiplication of an arbi-
trary real N by N matrix with a Toeplitz of Hankel matrix with only vector
storage. The signal processing operations of outer product formation triple
product convolution and skewed outer product formation were also examined for
timing on an engagement processor. Combinations of these and the previously
described operations were examined in order to compare four algorithms for
crossambiguity function calculation on a systolic processor - the algorithms
previously examined for optical processor implementation: a two-dimensional
Fourier transform technique, the combination of a skewed outer product and one-
dimensional DFT (as used in a t-slice processor), the combination of pointwise
multiplication and Hankel matrix multiplication (as used in a space-integrating
processor), and a simulated triple product convolution (as used in a time-inte-
grating processor). The last two techniques were significantly faster on an
engagement processor than the first two: time 4N versus 13N and 7N. Also, a
technique was devised to combine toroidal interconnection of an engagement
processor with a set of N bus expanders to permit the multiplication of arbitrary
N by N matrices in time N using N2 processors. This corresponds to 100% efficient
use of the processors without requiring pipelining of successive matrix multipli-
cations, but requires non-nearest neighbor interconnections.

We are currently examining parallel algorithms and systolic architectures for
orthogonal-triangular factorization of matrices for least squares solution and
eigensystems via the QR algorithm, as well as constrained least squares solution
and recursive updating of least squares solutions. Current bottlenecks appear
to be accumulation of the orthogonal matrix, incorporation of shifts, and the
incorporation of pivoting in a partitioned QR decomposition.

We have observed that in most signal processing applicationswhere the eigensystem

of a covariance matrix is desired, the matrix is estimated as R = AT A, where A

is experimentally observed. It is therefore numerically desirable to find the
eigensystem of R from the singular value decomposition of A rather than computing
directly with R. If the SVD of A i% A = PDQT, where P and Q are orthogonal matrices
and D is diagonal, then R = ATA = Q 02 Q, so the eigenvalues of R may be computed
as the squares of the singular values of A, and the eigenvectors of R are the

right singular vectors of A. This suggestion has been applied by the Marine Physical
Laboratory to the estimation of the spectrum of a multiple tone signal. Using PDP-11
floating point arithmetic, the computational dynamic range was increased by approxi-
mately 60 dB when the eigenvalues of R were computed as the squares of the singular
values of A, We are currently examining the applicability of generalized eigensys-
tens to Navy direction finding problems. We propose to extend this approach to the
generalized eigensystem computation, by using the generalized singular value decom-
position of Van Loan.

As alternatives to the QR algorithm for the eigensystem problem and the Golub
adaptation of QR to the singular value decomposition, we are examining Jacobi methods
for the eigensystem problem and the one-sided orthogonalization adaptions of the
Jacobi method for the singular value decomposition. Although the Jacobi and related
methods require approximately three times the number of multiplication of the
corresponding QR methods, the Jacobi methods have two strong advantages: a) easier

-2-
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parallelization; b) in many signal processing applications a great speedup is
possible by applying a preconditioning transformation.

For problems requiring the eigensystems of the covariance matrix of a wide-

sense statiopary random process, or the corresponding singular value decomposition
of A, where R = ATA, the basis vectors of the discrete Fourier transform are an
approximate eigensystem for R, and may be used to approximately diagonalize R by

a unitary similarity transformation, or to perform an approximate one-sided
orthogonalization on A. The corresponding Jacobi iterations or one-sided rotations :
may be used to rapidly improve the decomposition. h

Publications during this period have included a tutorial on recent parallel
architectures [10], an exposition of the application of current systolic archi-
tectures to sonar problems [11], and a description of the NOSC systolic testbed
for architecture validation ancd algorithm development [12].

In order to facilitate the development of algorithms and software E?r wavefront
processors, NOSC will provide an 8 x 8 programmable systolic array 2] to usc.
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SECTION 1

PROJECT STATUS

This report describes the research activities of Integrated
Systems, Inc. (ISI) on contract number NO0O014-81-X-0191 for the
period from 1 October 1981 to 1 January 1982. The research
activities have focussed on five major tasks (see Figure 1).
Project spending is indicated in Figure 2. The proposed research
on nonlinear signal processing algorithms and architectures is
being performed on schedule and within budget. A summary of
the technical work is described in Section 1.1 - 1.5 and in the
attached technical memos.

’

1.1 LADDER-FORM ALGORITHMS

A recursive least-squares ladder-form algorithm for predicted
residuals rather than filtered residuals has been. derived. The
reflection coefficients and the order updates of the residuals in
the new algorithm are computed simulateously. This fofmulation
improves the throughput rate and numerical stability of existing
recursive least-squares algorithms. The details of the newly
developed ladder-form algorithm are discussed in ISI Technical
Memo 5016-03.

1.2 PARALLEL KALMAN FfLTER ALGORI THMS

The research on Parallel Kalman Filters (PKFs) has been
divided into two major tasks: PKFs for linear signal processing
applications and PKFs for nonlinear signal processing.
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1.2.1 PKFs for Linear Signal Processing Applications

For linear signal processing applications, the predictor and
corrector equations in the Kalman filter can be computed on sepa-
rate processors simultaneously. A PKF has been coded and simu-
lated. A stability analysis of the PKF is currently underway.
Systolic array architectures for implementing the PKF with VLSI
technology have been investigated (see Section 1.5).

1.2.2 PKFs for Nonlinear Signal Processing Applications

For nonlinear signal processing applications (such as spec-
trum estimation), it is difficult to decouple the extended Kalman
filter (EKF) equations. Therefore, to speed-up computations
parallel predictor-corrector (P2C) methods have been used to
speed-up the linearization process in the EKF. The P2C methods
are 2 - 100 times faster than sequential methods given 2 - 100
processors. Research on methods for varying the integration

step size has continued to make the P2C methods more efficient.

The parallel EKF has been applied to maximum likelihood
estimation of sinusoidal signals in wide-band noise. Square-Root-
Free Parallel Quasi-Newton methods have been used to improve the
maximum likelihood parameter estimates (see ISI Techniéal Memo
5016-04).

1.3 SCATTERING THEORY

-

This task has just been started (see Figure 1). Our hope
is to use scattering theory to decouple large-scale, 2-D signal
processing problems into blocks which can be processed simul-
taneously. Scattering theory will also provide physical insight
into the implementation of ladder forms and parallel Kalman

filters.
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1.4 SPECTRAL ESTIMATION

A prediction error approach based on auto-regressive-moving-
average (ARMA) models and a maximum likelihood (ML) method which
utilizes the PKF developed under Task 2 have been coded and
applied to power spectrum estimation (see ISI Technical Memos
5016-04 and 5016-05). The results indicated that: (1) ARMA
based methods gave sharp peaks compared with auto-regressive (AR)
techniques and (2) the PKF gave excellent ML estimates of
sinusoidal parameters even under poor signal-to-noise-ratio
conditions. Therefore, research on ARMA and ML based spectral
estimation will continue.

1.5 ARCHITECTURES FOR LADDER FORMS AND PARALLEL KALMAN FILTERS

Ladder-form architectures for implementing the recursive
least-squares ladder-form algorithm developed under Task 1 are
descrited in ISI Technical Memo 5016-03.

Existing systolic array architectures are being evaluated
to determine which architectures are suitable for implementing
parallel Kalman filters (PKFs). Systolic array architectures
for Cholesky decomposition and triangularization have been
considered to implement square-root PKFs. In addition, VLSI
architectures based on mapping the Kalman filter equations
directly onto the processor architectures have been examined.

The results of this study will be included in the final report.




SECTION 2

FUTURE WORK

Future research will be conducted in accordance with the
program schedule (see Figure 1). Research will continue on
ladder forms, parallel Kalman filters, and spectral estimation.
Emphasis will be placed on: (1) parallel architectures which
are suitable for implementation with VLSI/VHSIC technology, (2)
stability analysis of the PKF algorithms, (3) extending the PKF
algorithms and architectures for 2-D signal processing applica-
tions (e.g., image processing), and (4) integrating the research
activities of the SRO participants (e.g., using the data flow
language to emulate the PKF architectures). Simulation studies

will continue to evaluate the performance of the newly developed

parallel algorithms and architectures for spectral estimation.
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SECTION 3

TECHNICAL PUBLICATIONS

following technical papers have been written under
number N00014-81-K-0191:

Travassos, R. H,, "Parallel Processing Algorithms
for Unconstrained Minimization," prepared for the
Journal of Optimization Theory and Application,
July 1981.

Travassos, R. H., "Square-Root Parallel Quasi-Newton
Methods for Nonlinear Optimization,'" invited paper
presented in the special session on parallel opti-
mization techniques, Optimization Days, Montreal,
Canada, May 1981.

Travassos, R. H., '""Parallel Processing Algorithms
for System Parameter Identification,'" prepared for
the IFAC Symposium on System Identification,
VYashington, D. C., June 1982.

Travassos, R. H., "Parallel Kalman Fil.ering," ISI
Technical Memo 5016-01, October 1981.

Jover, J. M. and Travassos, R. H., "Derivation of
Algorithms for UDUT Kalman Filters," ISI Technical
‘lemo 5016-02, October 1881.

Reddy, V. U., "A Numerically Stable and High-Speed
Recursive Least-Squ:res Ladder-Form Algorithm,"
ISI Technical Memo £016-03, November 1981.

Travassos, K. H., "daximum Likelihood Estimation of
jinusoidal Signals in Wide-Band Noise,'" I1S1 Techni-
'al Memo 5016-04, Jsnuary 1982,

} --ddy, V. U., Travassos, R. H., and Kailath, T., "A
( omparison of vonlinzar Spectral Estimation Techniques,"
131 Technical Memo 5J316-05, January 1982.

Travassos, R. H. and Andrews, A., "VLSI Implementation
of Parallel Kalman Filters," prepared for the AIAA
Guidance and Control Conference, San Diego, California,
August 18B2,
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1 PARALLFL COMPUTING STRJCTURES (S.Y.Kun;l Y.H.Hu, R.Gal-ezer, K.S.Arun

,D.V.B.Rac)

With the rapidiy growing micrcelectronics technology leading the way,
modern signal prccessor architectures are undergeing a major revelution.
The availability of low ccst, fast VLSI (Very Large Scale Integraticn)
devices prcmises the practice of cost-effective, high speed, parallel
processing cf large veclume c¢f data. This makes possiblie ulira high
threcughput-rate and therefore, designates a major technclegical
breakihrcugh for real-i1ime signal prccessing applications. On the cther
hand, it has beccme more critical than ever ic gain a fundamental
understanding cf the algorithm siructiare, architectiure, and
impiementaticn constraints in order ¢ realize the full peciential cf
VLSI computing power. In cur work, the 1i1wc mest critical issues
- parallel ccmputing algerithm and VLSI architectural constraint will be

ccensidered :

1. To structure the algerithm tc achieve the maximum parallelism
and, therefcre, the maximum throughput-rate.

2. Tc cope with the ccmmunication constraint sc as 1c cocmpremise
least in processing throughput-rate.

1.1 A highly concurrent Toeplitz system sclver [5-§17

Based on the above considerations, we have develcped a highly
concurrent Tcepliiz system sclver, featuring maximum parallelism and

lccalized communication.

Toeplitz sysiems arise in numerous, wide-spread applicaiions ranging
frem speech, image, neurcphysics, to radar, sonar, gecphysics, and

astronomical signal processing . Our centribution lies in the

{1
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develoment of a highly concurrent algorithm and pipelined architectur:
which is able 10 sclve a Tceplitz system in O(N) processing time in an
array proecssor, as opposed to O(N*¥3) for general (sequential) Gauss

elimination proccedure or O(N*¥2) for (sequential) Levinson algcrithm.

Fer parallel consideraticn, we note that the Levinscn procedure has

tc call upon an inner prcduct cperaticn tc compute the vital "reflection
coeffecients”. Fven when N processcrs is utilized, an inner precduct
operation will need at least lcgN units c¢f time. This will amount tc a
total of O( NlogN ) units of ccmpating time for the entire Levinscn

prccedure. This is c¢f ccurse unsatvisfacicry since the prccesscrs are nct

effeciively utilized.

In crder tc achieve full paralleiism, we have tc further explcit the
Tceplitz stiructure. For this purpcse, we have prcposed a new, pipelined
versiocn of the Levinscn algecrithm which llcws the reflection
ccefficients tc be computed in a pipelined fashion. This avcids the need
¢f the inner precduct operaticns, and the tcial ccmputing time is

therefecre reduced to O(N).

This new algerithm can be implemented in full cempliance with the
VLSI ccmmunicaticn censtraint. More precisely, a pipelined prccesscr
architecture is develcped which usee cni, ' calized interccnneciions and

still retains the maximum parsllelism atisinable.

In summary, we beiieve that the propcsed pipeiined Toepliis systiem
sclver is perhaps the most efficient, fast, and practical (in VLSI

sense) design available for solving Toeplitz systems. Morecver, the
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design methodolcgy demonstrated in this work should alsc help answer
some fundamental problems faced in designing c¢f VLSI parallel precesser

architectiures.

1.2 Toepliiz Figenvalue Computaiion [36J

This research task deals with the parallel computation ¢f the minimum
eigenvalue of a Tceplitz matrix. The minimum eigenvalue has an
impcrtant interpretaticn as the pewer of additive, white ncise to be
determined in a ncisy statistical envircmment. In many high resoclur c¢n
specirum analysis prcblems, the estimation and remcval c¢f such ncise
ceniribution is essential for unbiased estimates. Our cbjective is
again 1c derive an O(N) computation algcrithm 1o estimate Lﬁ; minimum
eigenvalue of a given Tcepliiz covariance matrix. This gcal can be
accomplished by adopting the pipelined Toeplitz cecmputing structiure
discussed earlier and a careful utilizavion of a relatvicnship beiween
the minimum eigenvalue and the redisues E that arise in
the Levinscn algoritim. Based on this relatjonship, a fast iterative
preccedure is developed tc successively esiimate the minimum eigenvalue.
Based on simulation results for such an application, scme improvements
are observed in both the computing speed as well as accuracy of
estimates. Although much more computational complexiiy analysis is ye:u

to be demcnstrated, we are convinced that this approach will have a

major in future applicaticns of high speed, high resolution spectirum

estiimation prcblems.




39

1.3 Wavefront Array Processor

The tiraditional design cf parallel computers and languages usually
suffers frcm heavy supervisory overhead incurred by synchrcnization,
communication, and scheduling tasks, which severely hamper the

throughput rate which is crivical 1o real-iime signal processing.

Farthermcre, additicnal restrictiions impesed by VLSI will render the

general purpcse array processor very inefficient. We therefcre restirict

oy W

f curselves 10 a special cless of applications, i.e. recursive and lccal
4 data dependent algorithms, to conform with the constrainis impcsed by
3 VLSI. however, this restricticn incurs lititle lcss of generality, as a
great majoriiy cf signal processing algorithms possess these propertiies.

One typical example is a class cf mairix algcriihms.

Very significantly, these algcrithms inveclve repeated application of

relatively simple cperations with regular localized data flcw in a

hemegeneous computing network. This leads tc an imperiant notien cf

computational wavefrcnt, which portrays the computaticn activities in a

g manner resembling a wave propagation phencmenon. MNcre precisely, the

recursive naiwure of the algerithm, in conjunctiion with the localized

: data dependency, pcints to a ccntinucusly advancing wave cf data and

computational activity.

The wavefront concept, provides a firm theoretical foundatien for the
design of highly parallel array processors and concurrent languages.

Morecver, .his concept appears tc have scme distinct advantages.

Firsily, the wavefront notion drastically reduces the complexity in
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the description of parallel algorithms. The mechanism previded fer this
description is a special purpose, wavefrent-orienied language. Rather
than requiring a program for each processor in the array, this language

allcws the programmer to address an entire front cf processcrs.

Secondly, the wavefront noticn leads <t a wavefront- based
architecture that ccnforms with the censtraints of VLSI, and suppcertis a
major class of signal processing algorithms. As a consequence of
Huygen's principle, wavefronts shculd never intersect. With a wavefrent
architecture that prcvides asynchrcnous waiting capability, this
principle is preserved. Therefcre, the wavefrcnt apprcach can cope with
timing uncertaintvies, such as 1local clocking, randem delay in
cecmmunications and fluciuaticns cf ccmputing-times. In shert, there is

nc need for glcbal synchrcnization.

Thirdly, the wavefrcent notion is applicable 1 2ll VLSI signal
processing algerithms that pessess lccality and recursiviiy, and hence,

has numercus applications.

The integraiiocn of the wavefrcnt concept, the wavefrent language and
the wavefront architecture leads tc a prcgrammable ccmputing netwerk,
which we will call the WAVEFRONT ARRAY PROCFSSOR (WAP).The WAP is,in a
sense,an optimal tiradecff Dbetween the glcbally synchronized and
dedicated systelic array (that works on a similar set of algorithms),
and the general-purpose data-flow multiprocesscrs. It prevides a
powerful ool for the high speed execution of a large class c¢f
algorithms which have widespread applications. The applicaticns are

very broad including PDE solver, SVD, linear systems solvers, soriing
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and searching routines.

There exist two apprecaches apprcaches tc programming the WAP: a

lccal approach, describi the acticns of each prccessi element, and a
PP p

: glcbal approach, describing the aciicns cof each wavefrent. To allcw the
user ic program the WAP in both these fashions, twec versions of MDFL are
prcposed ¢ gliocbal and local MDFL. A gleobal MDFL preogram describes the
algorithm from the view-pcint of a wavefront, while a local MDFL precgram
describes the cperations of an individual processor. Mcre precisely,
the perspective of a global MDFL prcgrammer is c¢f cne wavefrent passing

I acrcss all the prccesscrs, while the perspective of a 1lccal MFL

prcgrammer is that c¢f one processcr encountering a series of wavefrontis.

In summary, cur contribution hinges upcn the develcpment cof a

wavefrcent-based language and architecture fer a prcgrammable special

purpose multiprccesscr array. Based c¢n the nctiion ef computaticnal
wavefront, the hardware of the processor array is designed tc prcvide a
computing medium thai preserves the key precperiies cf the wavefrent. In
conjuncticn, & wavefrcnt language (MDFL) is intrcduced that drastically
reduces the ccmplexity of the description of parallel algcriithms and

simulates the wavefront propagation acrcss the ccmputing nevwrck.

Rl
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Tcgether, the hardware and the language lead tc a programmable Wavefront

4.
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Array Processor (WAP). The WAP blends the advantages of the dedicated
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Systolic array and the general purpose Data-Flow machine and provides a

powerful tool for the high speed execution of a large class of matirix

- operations and related algorithms which have widespread applications.
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2 SIGNAL PROCESSING ALGORITHMS AND THEORY (S.Y.Kung, Y.H.Hu, D.V.B.Rao)

As 1c this research frent, it hinges upon a thorough, in-depth
understanding of mathematics and algorithm analysis. In addition tc the
classical mathematical ti1echniques such as Fourier transform, linear
dynamic systems, randcm process, etc. there arises a new signal
precessing mathematics branch which can be grossly iermed as mcdern
spectral analysis. Ixplicitly or nov,alarge class of signal prccessing
applications have had extensive use of this analysis as a technical
basis. Therefcre, our research effort aims a1t developing a thecretical
and algecrithmic basis for medern speciral analysis methods and signal

processing applications.

2.1 Maptive Notch Filiering (USC [1-3])

Using a steady state frequency dcmain apprcach, a new methcd has been
developed for the retrieval of sinuscids/narrcwband signals in additive
ncise cclcred cr white. The method suggested has been shcwn tc require
smallier filter length tc precduce unbiased estimates, compared ic the
existing autoregressive methed. For ivs implementaticn, a pcle-zerc
filier where the feedback and feedforward ccefficients are related
(constrained ARMA), has been developed. A study cf the perfermance and
implementational aspects of the filter have been undertaken. The
details of this newly develcped are discussed in the full report. For a

siable implementation, parallel and cascade forms have been shown tc be

useful. A parallel processing scheme develcped shows great promise.

e e e




b )

L3

2.2 Relationships Between Several Popular Methods for Spectiral

Fstimaiion and Array Processing

It may seem too ambiticus (o compare all currently popular high-
resolution spectral estimavicn methods. However, from a different
perspective, Pisarenkc's methoed can be viewed as an extension of the MEM
method with the removal of the ncise contribution. Therefore, an atitempt
is being made at develcping a unified framework for the spectral
analysis techniques. Morecver, the unificaticn attempt is being extended
1o the counterpart of spectral analysis in array processing applicaticn,
for which we are ccnvinced that the general principles remain largely
appiicable. We are currently loocking into thecretical and ccmputaticnal
relevances between several recent array processing and spectirum

estimation meihods.

2.3 Toeplitz Approximation Method (Uscf4])

Recently, the study cn appreximaticn theery and its applicaticns has
received considerable attenticn. In ocur werk, a narrcwband/sinusoidal
signal retrieval problem is formulated in terms cf appreoximation cof
Teceplivz autoccvariance matirix. A Toepliiz approximaticn method based
cn singular value deccmposition is propcsed and simulation results

indicate some imprcvement cver scme previocusly propcsed metheds.

3 REVIEW OF RESEARCH ACTIVITIES IN IPI, USC (A.A.Sawchuk, R.Chellappa)
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3.1 Parallel Algorithms for Image Processing and Analysis

OQur recent research ai Image Prccessing Instiitute,USC, has been
concerned with parallel algerithms fecr 1image processing and image
analysis. Most c¢f the effort has been concerned with parallel
implementation of ncnstationary adaptive image restecration. Recursive
and ncn-recursive implementaticn of lccally adaptive restcraticn has
been studied. These techniques estimate the lccal nenstaticnary mean
and variance of ideal scenes from degraded data. Mcst blurring
degradaticns are alsc highly locel, sc that local parallel prccessing
ccmbined with the ncnstaticonary image mcdel data can be used tc minimize
lccal mean-square errc (MSE) in a parallel fashion. We have shown that
lccal MSE is nct a bad errcr criterion for image prccessing, as oppesed
to the usual glcbal MSFE taken over the entire scene. Global MSE cfrten

dces nct correlate well with human cbserver judgments of image quality.

We have locked at the applicaticn of these techniques tc sysiems with
ccherent speckle ncise, such as synthetic aperature (SAR) imagery,
ccherent scnar and acoustic imaging. Both recursive (Kalman-like) and
local secticned parallel implementations are being studied in detail.
In additicn, we have began investigations on parallel feature extracticn

for texture identification and texture segmentiation.

3.2 Two Dimensional Spectral Estimation

Twc-dimensional spectral estimation is of Iinterest in image
restcration, filtering of SAER images and texture classification. Our
recent research has been concerned with developing systiematic methcds
for 2-D speciral estimatvion from raw data using random field models. We

assume that the given finite data is represented by an appropriate
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Gaussian Markov randem field (MRF) model.

This assumption reduces the spectiral estimaticn problem to that cf
estimating the apprcpriate structure and the parameters of the mcdel.

By using specific finiie toroidal lattice representations and Gaussian

maximum likelihcod estimates we have develcped new 2-D speciral
estimates. It turns out that the MEF spectrum is alsc the maximum
likelihocd spectrum arising in frequency-wave number analysis.
Furthermecre, the sample ccrrelation values c¢f the given cbservations in
ean array N are in perfect agreement with the estimated theoretical
correlaticns in N obiained by Fourier inveriing the MEF spectirum.
! Thus the MRF specirum develcped by us ccnverges ¢ tle 2-D maximum

enircpy spectral estimaie asymptictuically, Cirrently we have begin

investigations on parallel implementation of the algorithms for 2-D

spectral estimaticn.

In addition, we are alsc invesiigating the use of ancther class cf
randem field mcdels kncwn as spatial auicregressive mcdels which are

“ol white ncise driven non causal mcdels fcr spectral estimeaticn.

4 PARALLFL PROCESSING TECHNIQUES FOR SEISMIC

PROCESSING (J.Mendel,J.Goutsias)

Because of the large volume of informaticn involved in the simulatvion
and processing of seismic data, and the amcunt cf prccessing required,
parallel techniques have begun tc be studied. The recent develcpment cf
VLSI sysiems and the growing sophestication in the design of array
processcrs xan lead to the effecient simulation of large seismic models.

We are examining some possible parallel processing techniques for the

10
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L cemputation of the cutput of a herizontally siratified, ncn absorbiivs

medium in which there are vertically travelling plane compressional

waves.

This task has just been siarted and we intend to loock ai different

4 arallel structures for generaiing syntheiic seismcgrams.
P
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